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Abstract
The species, variety and geographic origin of coffee directly influence the characteristics
of the coffee beans and, consequently, the quality of the beverage. The added economic
value that these features bring to the product has boosted the use of non-designative tools
for authentication purposes. In this work, the feasibility of implementing a traceability
system for Arabica coffee by country of origin was investigated using quality attributes
and supervised machine learning algorithms: Multilayer Perceptron (MLP), Random Forest
(RF), Random Tree (RT) and Sequential Minimal Optimization (SMO).We used an available
database containing quality parameters for coffee beans produced in 15 countries, including
the largest exporters and importers. Overall, Ethiopia, Kenya and Uganda had the highest
coffee quality index (Total Cup Points). Differences between countries were found with
99% confidence using Robust Multivariate Data Science with original data and 98% accu-
racy using Bootstrapping resampling method and Supervised Machine Learning algorithms.
The model obtained by RF provided the best classification accuracy. The most important
attributes to discriminate Arabica coffee by country of origin, in descending order, were
body, moisture, total cup points, cupper points, acidity, aftertaste, flavor, aroma, balance,
sweetness and uniformity. The coffee variety proved to be a promising variable to increase
accuracy and can be incorporated among the quality attributes for classification and grading
of coffee beans.
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1. INTRODUCTION

Coffee is one of the most popular beverages worldwide and also one of the most profitable interna-
tional commodities. Coffee is the name of the seed of the coffee plant that belongs to the botanical
family of Rubiaceae and the genus Coffea. Among the more than hundred species of this genus, the
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two most economically cultivated are Coffea arabica and Coffea canephora, which supply almost all
the world´s coffee consumption. The Arabica type is traditionally known for giving the best coffee
drink, mainly attributed to a large number of different varieties and hybrids that bring a myriad
of aroma, sweetness, acidity, body and flavor, depending on the region of origin and other factors
from cultivation to roasting. The most common currently cultivated are Bourbon, Mundo Novo,
Blue Mountain, Catuaí, Caturra, Kona, Typica, among others.

It is believed that the consumption of coffee as a beverage first emerged in Yemen in the mid-15th
century in shrines, brewed as current methods from roasted coffee seeds originating in the Ethiopian
Highlands. From the 16th century onwards, coffee spread to the Middle East, North Africa, Europe,
Indonesia and the Americas. Although introduced in Brazil in 1727, coffee cultivation only gained
prominence after the country’s independence in 1822, when plantations took place in tropical forest
areas in the states of Rio de Janeiro and São Paulo. Brazil already became the world’s largest
producer in 1852 and has been ever since. In the 1910s, the country exported around 70% of the
world’s coffee, followed by Colombia, Guatemala and Venezuela with 15% [1]. Nowadays, coffee
is grown in more than 70 countries, mainly in the equatorial regions of the Americas, Southeast
Asia, the Indian subcontinent and Africa. The ten countries ranked by the highest coffee production
rates are Brazil, Vietnam, Colombia, Indonesia, Ethiopia, Honduras, India, Uganda, Mexico and
Guatemala [2].

Climatic conditions are the most critical in coffee production, as they affect plant growth and
development in different ways. For example, when frost occurs, the dew resulting from the extreme
drop in temperature can form an ice deposition on plant surface, being responsible for coffee crop
failure. This type of frost hits the plants by the action of very cold winds, which cause the tissue
temperature to fall below the limit corresponding to the internal freezing point of 2◦C [3, 4]. Brazil,
being the largest coffee producer in the world, plays a decisive role in the global coffee market.
Severe frosts hit Brazilian coffee producing areas in the southeast of the country in July 2021, with
temperatures as low as -1.2 ◦C, irreparably damaging coffee plants. Earlier this year, there was a
prolonged drought in the country, which means about double the damage caused by frosts for crops
in the coming years. Estimated production losses are increasing and market analysts and coffee
traders predict repercussions for the global coffee market and rising prices for many years to come.

The world coffee market is a billion-dollar trade, but there is a great disparity in the production
chain, between the profit from sales and that of the people who actually produce the coffee. Coffee
production has been criticized for the environmental impact caused by land clearing for insertion
of crops and large use of water. These gaps are leading to the emergence of environmentally and
socially differentiated markets like organic coffee and fair trade. Global market trends for coffee
supply chain sustainability emphasize certification schemes such as Fairtrade, Organic, Rainforest
Alliance, UTZ, considering the influence of these standards on coffee producers and the industry [5].
The relevance of the ESG (Environmental, Social and Governance) policy on coffee agribusiness is
currently on the agenda of sustainable coffee growing, bringing together innovations, technologies
and efficient practices in the environmental, managerial and social areas, especially among small
rural producers who are the weakest link in the production chain. Alternative production methods,
reducing the use of herbicides, insecticides and fungicides, provide environmental, technical and
economic benefits, such as increased soil organic matter, soil protection, nutrient cycling, market
opportunities and cost savings [6].
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Coffee grading and classification system for green coffee is primarily aiming at producing homoge-
nous commercial lots that meet defined quality criteria, thus facilitating a fair price system. Pro-
ducing countries have developed their own classification and grade charts, used mainly to establish
minimum standards for coffee trade, based on characteristics such as botanical variety, growing
altitude and region, processing method, bean size, shape, color, density, number of defects, and cup
quality. Coffee industry is making great efforts in scientific research for sensory development with
the aim of having a universal sensory language that adapts to all grading situations [7]. The Specialty
Coffee Association (SCA) recommends standards for cupping coffee to enable more accurate as-
sessment of coffee quality. Still, there are some limitations as two coffees could get exactly the same
score despite having different profiles. The World Coffee Research Sensory Lexicon, developed at
Kansas State University’s Sensory Analysis Center, uses sensory science tools and technologies
to understand the primary sensory qualities of coffee, in a descriptive, quantifiable and replicable
way, containing coffee flavors, aromas and textures as determined by a panel of sensory experts and
coffee industry leaders [8].

The influence of production conditions on coffee quality has led several authors to combine ana-
lytical techniques to unequivocally authenticate different species [9-11], categories [12-15], geo-
graphical origin [16-18], processing methods [19, 20], production systems [21, 22], among others.
However, obtaining a database with reliable chemical analysis data from representative coffee
samples from the world’s largest producers entails high costs and logistical difficulties. In this paper,
we have focused on a database available from the Coffee Quality Institute (CQI), which is a non-
profit organization working internationally to improve the quality of coffee and the lives of people
who produce it, supporting them to achieve high quality standards and rewarding its marketing.
Supervised machine learning algorithms were applied as a means of investigating geographical
origin traceability of Arabica coffee based on internationally adopted quality attributes.

2. MATERIALS AND METHODS

Data contained in a database available on the Kaggle platform [23], collected in January 2018 from
the Coffee Quality Institute (CQI) [24], have been used for this study. The database contains
assessments made by CQI experts on quality parameters of Arabica coffee produced in several
countries. Data referring to quality parameters of 15 coffee producing countries having at least 20
records were analyzed: Brazil (n = 132), Colombia (n = 183), Costa Rica (n = 51), El Salvador
(n = 21), Ethiopia (n = 44), Guatemala (n = 181), Honduras (n = 52), Kenya (n = 25), Mexico
(n = 236), Nicaragua (n = 26), Taiwan (n = 75), Tanzania (n = 40), Thailand (n = 32), Uganda
(n = 26) and United States (n = 81). Then, from a total of 1312 records available, 1191 were used in
the study encompassing 11 attributes related to coffee quality: Acidity, Aftertaste, Aroma, Balance,
Body, Cup Cleanliness (Clear Cup), Cupper Points, Flavor, Moisture, Sweetness and Total Cup
Points.

In order to provide asymmetry correction, eliminate outliers and reduce the variance of the results,
200 records were generated for each country using bootstrapping branching (10% sample size) [25,
26]. For this, all the values of a column (X) belonging to a country (Y) were transformed into an
array, from which N values were drawn, where N = array size/10, and the arithmetic mean was
calculated. This process was repeated 200 times, thus obtaining the number of observations for
each country.
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Linear Regression (LR), Quadratic Discriminant Analysis (QDA) and unsupervised machine learn-
ing (Cluster Analysis) were implemented as tasks of prediction, generative model and exploratory
data analysis, respectively. Supervised Machine Learning (SML) techniques such as Multilayer
Perceptron (MLP), Random Forest (RF), Random Tree (RT) and Sequential Minimal Optimization
(SMO) were implemented for classification. The k-cross-validation (k=10) was used to divide the
data into two groups: one used to learn (train) themodel and the other to validate themodel (test) [26,
27]. Each algorithmwas repeated 20 times to reduce the estimated error of themodel´s classification
performance [28].

Artificial Neural Network is a classification model based on the interconnection of nodes, also re-
ferred to as perceptrons. They were inspired by the cognitive system and the neurological functions
of the human brain, simulating the system of transmission of nerve impulses by neurons and their
ligaments [29]. A perceptron has three basic elements (input connections, linear combiner and
activation function). The input connections are weighted by a synaptic weight. Each node Xi is
multiplied by the synaptic weight Wi (calculated by the algorithm), and is subsequently connected
to the neuron. The entry has a fixed value, nonzero. The linear combiner is responsible for the
sum of the input values (X1*W1 + X2*W2 + ... + Xi*Wi), generating the activation potential U.
The activation function evaluates the activation potential U and through a function f(U) calculates
the output signal of the neuron to identify the classes (Brazil, Colombia, Costa Rica, El Salvador,
Ethiopia, Guatemala, Honduras, Kenya, Mexico, Nicaragua, Taiwan, Tanzania, Thailand, Uganda
and United States). The Multilayer Perceptron (MLP) is a neural network similar to the simple
perceptron, with hidden layers between input and output layers. It works with the backward propa-
gation of errors. Prediction errors obtained during the training set analysis are propagated from the
output layer to the previous layers. This error value is used to adjust the weight values on each edge
[30, 31]. FIGURE 1 shows the model used in the Multilayer Perceptron network.

Figure 1: Network architecture used in the Multilayer Perceptron.
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Decision Tree (DT) algorithms can be used for classification or regression predictive modelling.
Each attribute of the training data set is analyzed individually, and these questions and their answers
form classification rules [32]. The DT expresses the classification rules in a tree structure. Each
node in the tree corresponds to a quality attribute and each edge that exits a node represents a value
or a range of values.. The classification of an unknown example occurs by checking their values,
starting with the root node, and following the edge representing the value obtained. This iterative
process will generate a path through the decision tree until the associated class label is identified with
the training class label. Random Forest (RF) adds an additional layer of randomness to bagging and
builds multiple decision trees using bootstrapped samples from the original training data. This type
of resampling, in which a large number of smaller samples of the same size are repeatedly drawn,
changes the way the tree is constructed. In a random forest, each node is split using the best among
a subset of predictors (attributes related to coffee quality) chosen randomly at that node. It achieves
high levels of accuracy, generally much higher than those obtained with a single decision tree [33].
RF has only two parameters, the number of variables in the random subset at each node and the
number of trees in the forest [34]. The set of trees is then used for classification of an example
based on the most frequent classification among them, each tree can be considered as an individual
classifier.

Sequential Minimal Optimization (SMO) implements the support vector machines (SVMs) algo-
rithm. The purpose of the SVMs is to find a hyperplane that plays a decision boundary role and
shows two parallel lines of them. The greatest distance between those parallel lines touching class
boundaries is defined as the maximum margin hyperplane. When working with non-separable
linear data, SVM projects the data from its original space to a new coordinate space, where the
examples are separable by a linear decision limit. This process is done by applying a transformation
function to the dataset´s attributes. An alternative to this transformation is the use of nucleon’s
functions, the so-called kernel functions. These functions make it possible to deal with the training
phase as well as the classification of new examples when explicit mapping calculations need to be
performed [35, 36]. This criterion is used to find the hyperplane that provides the most robust sep-
aration by obtaining the greatest possible discrimination between classes. A quadratic optimization
model is used to find such a hyperplane. The main parameter to be adjusted by the algorithm in
the SVM classifier refers to the type of kernel functions used. While SMO is one of the fastest
techniques for learning SVMs, it is often slow to converge to a solution, particularly with noisy
data [37].

The results obtained by classificationmodels were compared to the results of Non-ParametricMulti-
variate Analysis Of Variance (NPMANOVA), KruskalWallis (NPANOVA) and Robusta Regression
[28, 38]. The analyzes were performed using Python (Version 3.10.1), SAS (Version 8.2.0.1201)
and default setting forWeka (Waikato Environment for KnowledgeAnalysis, Version 3.8) programs.
TABLE 1 shows the main parameters used for the SML implemented in the Weka GUI. Optimal
sample size for machine learning was estimated using Monte Carlo simulation [39] and nonlinear
regression to obtain 99% classification accuracy [40].
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Table 1: Main configuration from each Supervised Machine Learning implemented in the Weka
GUI

MLP
Activation function Sigmoid
Optimization function Stochastic gradient descent

Learning rate 0.3
Momentum 0.2
Epochs 500

Batch size 100
Hidden layer 1

Nodes in hidden layer 13
RF

Maximum depth None
Tree in forest 100
Batch size 100

RT
Batch size 100

Maximum depth None
Minimum variance proportion 0.001
Minimum variance proportion 0.001

K value 2
Minimum instances in a leaf 1

SMO
Kernel exponent 1

Kernel C 25007
Batch size 100
Calibrator Logistic

3. RESULTS AND DISCUSSION

The contribution of the analyzed attributes for the separation of coffee from different countries was
based on the Chi-square value obtained by the Kruskal Wallis test. All attributes had a statistically
significant importance to differentiate between classes (p value < 0.0001).

The attributes that most contributed to the discrimination of country of origin were Body (Chi-
square = 308.1) and Total Cup Points (Chi-square = 262.2), followed by Cupper Points (Chi-square
= 231.3), Acidity (Chi-square = 230.7), Aftertaste (Chi-square = 208.4), Flavor (Chi-square =
198.7), Aroma (Chi-square = 191.7), Balance (Chi-square = 112.9), Sweetness (Chi-square = 105.1)
and Uniformity (Chi-square = 82.2), in that order. When the 1191 original records of Arabica
coffee samples from 15 producing countries were analyzed using Cluster Analysis by Hierarchical
Agglomerative clustering by the Average method [41], the similarity between the characteristics of
coffee from different countries was observed (FIGURE 2).

Based on the quality attributes analyzed, the producing countries were separated into two groups,
the first comprising Ethiopia, Kenya and Uganda, which have the best quality scores (FIGURE 2)
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Figure 2: Cluster analysis of coffee quality attributes from 15 producing countries.

and the second with the 12 remaining countries. In this second group, there is a tendency to have
three subgroups, the first formed by Nicaragua, Mexico and Honduras, the second by Costa Rica,
Salvador and Colombia, and the third by Brazil, Guatemala, United States, Taiwan, Tanzania and
Thailand. This trend was confirmed through the Elbow Method, from which it was obtained that
the ideal for our database would be the formation of 4 distinct clusters.

The result of the non-parametric multivariate analysis of variance (NPMANOVA)was similar to that
obtained from the univariate approach (NPANOVA), for the variable Total Cup Points (p value <
0.0001). FIGURE 3 shows the Box Plot of Total Cup Point attributes for the 15 producing countries.
The best performance was seen for countries of the African continent, Ethiopia and Kenya, which
had more than 3/4 of the records in quartile 1 (above 80% of the overall data) and Uganda more
than 1/2 (quartile 2). The worst performances were observed for Nicaragua and Mexico, with the
first quartile below the 20𝑡ℎ percentile.

Although a statistically significant difference was observed in the discrimination of producing coun-
tries, when implementing MLP, RF, RT and SMO algorithms the classification models obtained
were not more accurate than 50%. This low accuracy may be due to the coffee variety, an at-
tribute not included in the original model, as the primary objective was focused on classification
of countries. In addition, the database had unfilled records of this important variable. Using
factorial ANOVA test, statistically significant interactions were obtained between the country of
origin and the variety for all combinations whose degrees of freedom allowed the test to be carried
out. FIGURE 4 shows the number of observations for the most representative variety for each
country. The more quality-oriented varieties, such as Typica, Bourbon and Caturra, are grown
in all the main coffee producing regions in the world. Typica is one of the most iconic coffee
varieties in the world, originating from the birthplace of Arabica coffee in Ethiopia. Bourbon and
Typica are an integral part of the coffee variety’s family tree. They gave rise to popular varieties
of coffee, such as Mundo Novo (natural hybrid of Typica and Bourbon), Caturra (natural muta-
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Figure 3: Boxplots of total cup points with percentiles for 15 producing countries.

tion of Bourbon), Catuaí (hybrid of Caturra and Mundo Novo), Maragogipe (natural mutation of
Typica), Pacas (natural mutation of Bourbon), Pacamara (hybrid of Pacas and Maragogipe). When
considering the varieties for each country, Kenya and Uganda maintained the highest quality values
(FIGURE 2).

Bourbon is found in 5 countries (Brazil, El Salvador, Guatemala, Mexico and Tanzania), Caturra in
7 countries (Colombia, Costa Rica, Guatemala, Honduras, Mexico, Nicaragua and Thailand) and
Typica in 2 countries (Mexico and Thailand). The importance of the variety as a quality attribute was
evidenced for Mexico, which presented samples for 5 different varieties: Bourbon (n = 35), Caturra
(n = 19), Mundo Novo (n = 12), Pacamara (n = 6) and Typica (n = 137). The Pacamara variety stood
out from the others, achieving high scores in the total cup points (above 80𝑡ℎ percentile) while the
other four had lower values (below 20𝑡ℎ percentile). The importance of variety as a coffee quality
attribute reinforces the need to be included in future databases for specialty coffee discrimination.

Seven of the fifteen countries were selected in an attempt to minimize the effect of varieties as well
as to consider the commercial interest of unequivocal discrimination of the country of origin: Brazil,
the largest producer of Arabica coffee; Colombia, the second largest producer of Arabica coffee;
United States, the biggest importer of coffee exported byBrazil andColombia; Ethiopia, third largest
producer of Arabica coffee; Honduras, fourth largest producer of Arabica coffee; Kenya, a producer
of high-quality Arabica coffee sought by third parties to blend with other varieties; and Taiwan,
a producer of Arabica coffee and one of the main export markets for USA coffee. Statistically
significant differences (p value< 0.001) for pairwise comparisonswere observed except for Ethiopia
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Country Variety No.
BRA_BRB Brazil Bourbon 73
BRA_CAT Brazil Catuai 19
BRA_MN Brazil Mundo Novo 20
COL_CTR Colombia Caturra 129
CRC_CAT Costa Rica Catuai 15
CRC_CTR Costa Rica Caturra 28
ESA_BRB El Salvador Bourbon 13
GUA_BRB Guatemala Bourbon 119
GUA_CAT Guatemala Catuai 9
GUA_CTR Guatemala Caturra 29
GUA_PACA Guatemala Pacas 6
HON_CAT Honduras Catuai 21
HON_CTR Honduras Caturra 22
KEN_SL28 Kenya SL28 14
KEN_SL34 Kenya SL34 8
MEX_BRB Mexico Bourbon 35
MEX_CTR Mexico Caturra 19
MEX_MN Mexico Mundo Novo 12

MEX_PCMR Mexico Pacamara 6
MEX_TYP Mexico Typica 137
NCA_CTR Nicaragua Caturra 12
TAI_TYP Taiwan Typica 59
TAN_BRB Tanzania Bourbon 9
THA_CTR Thailand Caturra 6
UGA_SLl4 Uganda SL14 17
USA_HAW USA Hawailian 44

Figure 4: Boxplots of total cup points with percentiles considering coffee varieties in each of 15
producing countries.

and Kenya (p value = 0.0989). Cluster Analysis showed that the distance between them was greater
than the distance between Brazil, Colombia, United States and Taiwan.

A bootstrap resampling technique was applied and the data used to generate canonical functions
of quadratic discriminant analysis. The obtained ellipsoids indicated the multivariate distribution
with no overlapping and different volume, depending on the variance and covariance matrix of
each country. In the Linear Discriminant Analysis, the ellipsoids have a consensus distribution,
reinforcing the need for use of quadratic discriminant analysis.

Classification algorithms of Supervised Machine Learning and Bootstrapping resampling method
provided results with higher accuracy than those obtained with the original dataset. TABLE 2 shows
a summary of the classification performance of each algorithm. For all the models, a Kappa statistic
was greater than 0.95, considered almost perfect according to Landis and Koch [42]. The lower the
mean absolute error (MSE), the root mean squared error (RMSE), the relative absolute error (RSE)
and the root relative squared error (RRSE) prediction indicators, the better and more accurate the
predictor will be [43].

The general accuracy for classification models implementing RF, SMO, MLP and RT were 98.4%,
97.8%, 95.7% and 94.9%, respectively. Considering the general classification accuracy and the
performance indicators, the best classification algorithm was RF, followed by MLP, SMO and RT.
TABLEs 3 and 4 show the confusion matrix obtained for RF and SMO, respectively.
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Table 2: Summary of the indicators of the prediction performance of each classification algorithm.

MLP RF RTa SMOb

Correctly Classified Instances 2928 2953 2846 2934
Incorrectly Classified Instances 72 47 154 66
Kappa Statistic 0.97 0.98 0.95 0.98
Mean Absolute Error 0.0052 0.0093 0.0068 0.1156
Root Mean Squared Error 0.0513 0.0484 0.0827 0.2346
Relative Absolute Error 4.20 % 7.45 % 5.50 % 92.88 %
Root Relative Squared Error 20.58 % 19.39 % 33.17 % 94.06 %
Total Number of Instances 3000
a Size of the tree: 247; b Number of kernel evaluations: 1420 (67.786% cached).

Table 3: Confusion matrix obtained implementing RF algorithm.
a b c d e f g h i j k l m n o classified as

195 0 0 0 0 0 0 0 0 0 4 0 1 0 0 a = Brazil
0 198 0 0 0 0 0 0 0 0 0 0 2 0 0 b = Colombia
0 0 200 0 0 0 0 0 0 0 0 0 0 0 0 c = Ethiopia
0 0 0 200 0 0 0 0 0 0 0 0 0 0 0 d = United States
0 0 0 0 200 0 0 0 0 0 0 0 0 0 0 e = Kenya
0 0 0 0 0 199 0 0 0 0 1 0 0 0 0 f = Taiwan
0 0 0 0 0 0 188 0 11 0 0 0 0 0 1 g = Honduras
0 0 0 0 0 0 0 200 0 0 0 0 0 0 0 h = El Salvador
0 0 0 0 0 0 12 0 188 0 0 0 0 0 0 i = Nicaragua
0 0 0 0 0 0 0 0 0 200 0 0 0 0 0 j = Uganda
5 0 0 0 0 0 0 0 0 0 193 0 2 0 0 k = Thailand
0 0 0 0 0 0 0 0 0 0 0 199 0 1 0 l = Tanzania
0 3 0 0 0 0 0 1 0 0 2 0 194 0 0 m = Costa Rica
0 0 0 0 0 0 0 0 0 0 1 0 0 199 0 n = Guatemala
0 0 0 0 0 0 0 0 0 0 0 0 0 0 200 o = Mexico

Table 4: Confusion matrix obtained implementing SMO algorithm.
a b c d e f g h i j k l m n o classified as

200 0 0 0 0 0 0 0 0 0 0 0 0 0 0 a = Brazil
0 199 0 0 0 0 0 0 0 0 0 0 1 0 0 b = Colombia
0 0 200 0 0 0 0 0 0 0 0 0 0 0 0 c = Ethiopia
0 0 0 200 0 0 0 0 0 0 0 0 0 0 0 d = United States
0 0 0 0 200 0 0 0 0 0 0 0 0 0 0 e = Kenya
0 0 0 0 0 200 0 0 0 0 0 0 0 0 0 f = Taiwan
0 0 0 0 0 0 185 0 5 0 0 0 0 0 10 g = Honduras
0 15 0 0 0 0 0 184 0 0 0 0 1 0 0 h = El Salvador
0 0 0 0 0 0 19 0 177 0 0 0 0 0 4 i = Nicaragua
0 0 0 0 0 0 0 0 0 200 0 0 0 0 0 j = Uganda
6 0 0 0 0 0 0 0 0 0 191 1 2 0 0 k = Thailand
0 0 0 0 0 0 0 0 0 0 0 200 0 0 0 l = Tanzania
0 2 0 0 0 0 0 0 0 0 0 0 198 0 0 m = Costa Rica
0 0 0 0 0 0 0 0 0 0 0 0 0 200 0 n = Guatemala
0 0 0 0 0 0 0 0 0 0 0 0 0 0 200 o = Mexico
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The models based on Random Forest (RF) and Sequential Minimal Optimization (SMO) achieved
classification performance with 100% accuracy, precision, sensitivity and specificity, respectively,
for coffees produced in Ethiopia, United States, Kenya and Uganda, and for coffees produced in
Ethiopia, United States, Kenya, Taiwan, Uganda and Guatemala. The major misclassification by
implementing RF and SMO were between samples of Honduras and Nicaragua, with samples of
Nicaragua classified as Honduras (RF=12 and SMO=19) and samples of Honduras classified as
Nicaragua (RF=11 and SMO=5). According to SMO, 15 samples of El Salvador were misclassified
as Colombia. The sample size should have approximately 25,500 observations to discriminate with
99% classification accuracy the Arabica coffee geographical origins.

SupervisedMachine Learning tools for Regressionwere used to understand the relationship between
each of the attributes and Total Cup Points. Due to the effect induced by the Country Factor, they
were not considered in the model. Brazil, the largest producer of Arabica coffee of distinct varieties,
was chosen to model these relationships. The Linear Regression model achieved a correlation
coefficient of 0.979 and a relative absolute error of 15%. Themodel described in Equation 1 explains
97.9% of the Total Cup Points variability when Aroma, Flavor, Aftertaste, Acidity, Body, Balance,
Clean Cup, Sweetness and Cupper Points parameters vary between the limits of the dataset.

Total Cup Points = 0.8727*Aroma + 1.1988*Flavor + 0.8029*Aftertaste + 1.2585*Acidity
+ 1.0366*Body + 1.283*Balance + 1.5263*Clean Cup + 1.1746*Sweetness + 1.1107
*Cupper Points - 1.3016 (1)

Moisture was the only attribute not selected by the model, indicating that its variability is not signifi-
cantly affecting the quality of Arabica coffee (Total Cup Points). The parameters that most influence
the quality of the coffee, with variable coefficients greater than 1, were Clean Cup, followed by
Balance, Acidity, Flavor, Sweetness, Cupper Points and Body. The results obtained by Robust
Regression are shown in Equation 2.

Total Cup Points = 0.9901*Aroma + 10.060*Flavor + 10.028*Aftertaste + 10.056*Acidity
+ 10.010*Body + 0.9976*Balance + 19.976*Clean Cup + 0.9868*Sweetness + 10.100
*Cupper Points +0.0276*Moisture - 0.1290 (2)

R2 value for Robust Multiple Regression model was 0.8244, lower than the R2 for Linear Re-
gression, nevertheless, a low residual scale (0.0088) was obtained. The only statistically non-
significant attribute was moisture (p value < 0.052). All other attributes were highly significant
(p value < 0.0001). As for the Linear Regression, the Robust Multiple Regression indicated the
Clean Cup as the most important variable for Total Cup Points. The results of Linear Regression
and Robust Multiple Regression obtained by bootstrapping resampling method were corroborated
by multivariate analysis, estimating the residual correlation and removing the influence of Country
Factor for the original dataset. Residual correlations were highly significant (p value < 0.0001) and
positive for Total Cup Points, except for the variableMoisture, which showed a negative (r = - 0.058)
and significant (p value < 0.047) correlation.
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4. CONCLUSION

Traceability of Arabica coffee by country of origin is feasible using quality attributes, machine
learning, robust multivariate and univariate data science. The number of records in the dataset
(1191) was insufficient to classify the country of origin with high accuracy, and should be about 25
times higher. The bootstrapping resampling and classification models provided discrimination of
producing countries with up to 98% accuracy. The coffee variety attribute showed its importance
for the discrimination of coffee quality and can be considered a predictor variable to increase the
classification accuracy. The best classification algorithm was Random Forest, with the highest
classification accuracy (98 %), lowest root mean squared error (0.0484) and smallest root relative
squared error (19.39 %).
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