Identification and Counting of Sorghum Panicles Using Artificial Intelligence Based Drone Field Phenotyping
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Abstract

One of the most promising and difficult challenges for field phenotyping is accurate and reliable counting of sorghum panicles using drone imagery both from RGB and multispectral cameras. In this paper, we present a hybrid Machine Learning method for sorghum panicle identification and counting. The methodology first consists in building a Machine Learning classifier following the two most used methods in the literature for drone and agriculture applications: Support Vector Machine Learning (SVM) and, Artificial Neural Networks (ANN). The present dataset includes 5300 images, and 60% of the dataset were used for training and 20% for testing and validation. Following the results obtained from these models, image segmentation using super-pixel affinity propagation and k-means clustering was used based on simple linear iterative clustering. With an accuracy of 99%, SVM gave a superior performance also in terms of precision and kappa when compared to the ANN model whose accuracy was 98%. Concerning the SVM, a radial basis kernel was used, and the sigma parameter was kept constant at a value of 5.6 determined analytically.
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1. INTRODUCTION

The use of Unmanned Aerial Vehicles (UAV) technology is becoming increasingly popular in the field of agriculture [1-8]. Coupled with sensors, UAVs have recently been proposed as a cost-effective option for high-throughput phenotyping noninvasive tools. Many studies have shown that UAVs can be used to monitor crop health, plant biomass, nitrogen content and plant water need estimates [9-13].

Machine Learning (ML) has shown its potential for automating the needs of breeders in agriculture. By combining ML and UAV, several agro-morphological and physiological plant traits can be studied at the field level. Thus, this combination of technologies can greatly help breeding programs.
to evaluate agro-morphological traits that are challenging to measure with traditional phenotyping techniques which are often expensive, labor-intensive, and time-consuming [14]. The application of high-resolution UAV sensors for plant monitoring has resulted in significant volumes of image data that needed to be processed to extract valuable information. Deep Learning (DL) has received great success in agriculture (diseases and plant recognition [15-17]) and specially for high throughput phenotyping (HTPP). For example, Neupane et al. [18] proposed to detect and count banana plants by on a Convolutional Neural Network (CNN). Jin et al. [19] proposed a Faster R-CNN DL model to accurately segment individual maize from terrestrial Lidar. Recently, Kong et al. [20] introduced a rice panicle segmentation algorithm based on Mask R-CNN. Zhou et al. [21] used a high-definition RGB camera combined three popular DL architectures such as AlexNet, VggNet and Inception-V3 for rice panicle counting. Baweja et al [22] developed a DL pipeline for HTPP using a ground-robot based on Faster R-CNN and semantic segmentation. A review on recent progress in semantic image segmentation and deep learning application in agriculture can be found in [23-27]. The work presented in this research is focused on the development of a rapid phenotyping technique for sorghum counting using UAVs based on artificial intelligence (AI).

2. MATERIALS & METHODS

In this research images were obtained with a hexacopter UAV at 50 meters height at a constant speed of 4.5 meters per second. The unmanned aerial vehicle (UAV) (FeHexaCopterV2, MikroKopter Company, Germany) may fly remotely or autonomously using GPS. The program that implements a flight plan, monitors the flight, and allows information such as drone position (Mikrokopter tools, Mikrokopter firm, Germany). A thermal infrared camera with an Airphen multispectral camera with six spectral bands, blue(450nm), green(532nm), green-edge(568nm), red(675nm), red-edge(730nm), NIR(850nm) were used. Additionally, an RGB SONY ILCE-6000 digital camera with a 6000 × 4000 pixel sensor and a 60 mm focal length lens were used. We limited data collection missions to clear, cloudless days and conducted them in the middle of the morning to reduce the impacts of ambient light. Both the RGB and the Airphen multispectral cameras acquired images
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Figure 1: Detailed description of the steps of the approach used. Regarding phenotyping in RGB mode, we calculated various vegetation indices from the literature such as the BI (Brightness Index), the SCI (Soil Color Index) the GLI (Green Leaf Index) and the PSRI (Plant Senescence Reflectance Index). All these steps are fully automatic.
continuously at a rate of 1 Hz. The precise locations of these GCPs were determined using GPS GNSS technology with a 2 cm precision. FIGURE 1 shows the field-based UAV aerial phenotyping pipeline to perform sorghum panicle counting.

3. RESULTS AND DISCUSSION

To perform automatic identification and counting, we sampled images to create training data to be used to train the machine learning model. This method is entirely based on the identification of pixels of the same class, either a panicle or not. We divided the data into training, test, and validation datasets and applied a reduced and centered transformation to the variables to remove the asymmetry and the different weights due to the different scale of the variables. The next step in the process of building the classification model is to identify the variables that have high correlations and eliminate the variables so that no absolute correlation per pair of predictor variables is greater than a predefined level. In this case, we chose to eliminate variables that have pairwise correlations greater than 0.7.

FIGURE 2 illustrates our method of identifying and detecting the number of panicles. The variable X represents the pixels of the Sorghum raster training data. In total, our network consists
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*Figure 2: Artificial neural network model followed by segmentation for panicle identification and counting. X_i are the pixels images of subsample of the orthomosaic drone images and Y_i are panicle or no panicle classes.*
of seven layers. At the output of the artificial neural network, an automated identification of the sorghum panicles is performed, then the result of the identification is passed to a segmentation.

FIGURE 3a represents the input variable selection step of the ML model. The indices are matched for the RGB UAV, and they are all calculated from the red and green combination, the green band corresponding to the NIR band in the multi spectral images. The variables selected are DVI (green, red), GEMI (green, red) and green band. These important variables in the construction of the identification and counting model depend on the phenology of the plant. For example, from the beginning of flowering other vegetation indices are most important. In our example of important flowering, it is normal that the green component and the index of the DVI (Green, Red) is important.

FIGURE 3b shows a comparison of two machine learning models among the three models used in this paper. The SVM achieved a better result in terms of accuracy and kappa compared to the neural networks but in application of the segmentation the two models were similar. A radial basis kernel was used for the SVM, and the “sigma” parameter was kept constant at a value of 5.6 determined analytically. The accuracy was used to select the best performing model using the largest value. The final values used for the model are $\sigma = 5.6$ and cost $C = 16$.

For this identification and counting, we have chosen an example of an RGB image of a sorghum field. A more detailed examination of this image shows mainly a more uncluttered area in yellow on the image of FIGURE 4a, where the flowering of plants is very well developed compared to the blue area where the flowering is important at a less mature stage and with dense foliage, the area in white is in the same state of flowering but the panicles are more widely dispersed between them. These are very sensitive to the accuracy of the model. The FIGURE shows the detection and counting output: it is noticeable that the yellow zone presents a better counting result 98% as well as in the white zone, however in the areas with very dense foliage and early flowering the performance of
Figure 4: Results of the machine learning model followed by segmentation for sorghum grain panicle counting. (a) denote the input image to the algorithm and (b) and (c) represent the results.

The model is less accurate. In summary, our method can automatically count panicles well when the flowering is mature, or the panicles are small and at the right distance from each other.

We have noted some limitations to the method proposed here. The most important limitation is when the sorghum is in the late flowering phase. In this situation, there is a decreased detection of sorghum panicles. A second limitation is noted when the drone flies beyond 50m during field images acquisition.

4. CONCLUSION

In this paper, we demonstrated the application of artificial intelligence for sorghum phenotyping using drone imagery. Experimental results in this paper show the artificial neural networks combined with image segmentation have the potential to perform accurate panicle detection and counting. The model used produced an average accuracy and kappa of 0.98. Our research shows promising steps towards the use of AI computer vision in-field phenotyping to assist plant breeders.
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