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Abstract
Semantic segmentation algorithms based on deep learning architectures have been applied to
a diverse set of problems. Consequently, new methodologies have emerged to push the state-
of-the-art in this field forward, and the need for powerful user-friendly software increased
significantly. The combination of conditional random fields (CRFs) and convolutional neural
networks (CNNs) boosted the results of pixel-level classification predictions. Recent work
using a fully integrated CRF-RNN layer have shown strong advantages in segmentation
benchmarks over the base models. Despite this success, the rigidity of these frameworks
prevents mass adaptability for complex scientific datasets and presents challenges in op-
timally scaling these models. In this work, we introduce a new encoder-decoder system
that overcomes both these issues. We adapt multiple CNNs as encoders, allowing for the
definition of multiple function parameter arguments to structure the models according to the
targeted datasets and scientific problem. We leverage the flexibility of the U-Net architecture
to act as a scalable decoder. The CRF-RNN layer is integrated into the decoder as an optional
final layer, keeping the entire system fully compatible with backpropagation. To evaluate
the performance of our implementation, we performed experiments on the Oxford-IIIT Pet
Dataset and to experimental scientific data acquired via micro-computed tomography (𝜇-
CT), revealing the adaptability of this framework and the performance benefits from a fully
end-to-end CNN-CRF system on both experimental and benchmark datasets.
Keywords: Convolutional Neural Networks, Probabilistic Graphical Models, Conditional
Random Fields, Scientific Data.

1. INTRODUCTION

Over the years there have been great strides in developing new deep learning methods for pixel-
level labeling problems. In addition to the advancements in convolutional neural networks (CNNs),
probabilistic graphical models (PGM), specifically in the form of conditional random fields (CRF),
have been effective additions to CNNs as a post-processing step and later as fully end-to-end training
processes [1]. Although there are many advancements in segmentation algorithms, there is a lack
of user-friendly tools and packages that not only encompass the state-of-the-art, but also introduces
new experimental methods that have demonstrated great potential in the literature. At the same
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time, the growth in data size and heterogeneity, especially data coming from scientific data facilities
across the U.S. Department of Energy (DOE), overwhelms current statistical learning approaches
and software tools for analysis. Consequently, scientific discoveries are falling behind the pace of
data generation.

Motivated by these challenges and inspired by previous success in implementing an end-to-end
CNN-CRF system [2], our goal is to explore the benefits of CRFs on other highly popular CNNs,
targeting future efficient analysis of scientific data. Maintaining the original proposed VGG-16
encoder, we created additional encoders using U-Net and ResNet50. The original decoder in per-
formed well [2], but lacked the ability to scale across different encoder options, while also being dif-
ficult to adjust to image sizes beyond the original 500×500. To overcome this issue, we implemented
a new decoder based on the U-Net architecture: U-Net Decoder. The U-Net based decoder is able to
be scaled for various encoder sizes, while also allowing users more options for image dimensions.
As in the original end-to-end setup, the CRF-RNN layer is fully integrated, allowing each of these
models to be fully capable of backpropagation [3]. These new encoder-decoder combinations were
trained on the Oxford-IIIT Pet Dataset and a synthetic binary dataset that simulates data obtained
via micro-computed tomography (𝜇-CT).

When trained on the Oxford-IIIT Pet Dataset, all models showed a clear increase in validation
accuracy when compared to their non-CRF counterparts. All models were initially trained using
a CPU; however, our CRF-CNN models are GPU compatible, reducing training time to nearly that
of the non-CRF models on the same GPU system. We also successfully apply our framework to
segment an experimental dataset acquired via 𝜇-CT, showing a promising path towards developing
an efficient, accurate, and easy to use segmentation framework for scientific data that is capable
of including physical constraints through the embedded CRF model. Our new encoder-decoder
system is not only an initial step towards creating a user-friendly pixel-level segmentation package
that includes both convolutional and graphical methods, but also further demonstrates the viability
of CRFs to improve performance on traditional CNNs. Our framework is freely available at (https:
//github.com/mavaylon1/UNet_Decoder_CRF).

The remainder of this paper is organized as follows. Section 2 reviews the literature relevant to
this work. Section 3 explains in details the proposed deep learning and conditional random fields
system. Section 4 describes a series of experiments carried out to evaluate the proposed approach.
Finally, we draw our conclusions and discuss future work in Section 5.

2. RELATEDWORK

In this section, we cover relevant literature regarding some of the recent progress in convolutional
methods for semantic segmentation tasks, explore important stepping stones that brought about our
encoder-decoder architecture, and lastly look towards the advantages of having a conditional random
fields model integrated with CNNs.

There is a wide array of approaches for pixel-level classification in the literature. The success of
the U-Net architecture for biomedical imaging have led to new U-Net based structures and more
complex image data applications [4]. A common issue in biomedical image segmentation is the
data can have varying scales. Punn et al. tackled this problem by replacing the U-Net convolutional
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layers with the inception layers [5] and by replacing the max-pooling layers with hybrid pooling
layer [6]. Lou et al. took it further by using inception blocks with dimensional reduction in their
novel inception-U-Net architecture to achieve reduced training times over the original inception
block framework [7].

He et al. introduced residual skip connections, allowing for the creation of deeper classification
models that surpassed the then state-of-the-art over a multitude of performance benchmarks on the
PASCAL and MS COCO datasets [8,9]. Shortly after, residual skip connections made their way
into segmentation architectures. Drozdzal et al. expanded fully convolutional networks (FCN),
an important milestone of segmentation that will be discussed shortly, by adding residual skip
connections to better maintain spatial features [10]. Beyond biomedical imaging, U-Net variations
have made their way into other applications. Zhang et al. applied U-Net to road extraction, in which
they found promising benefits over compared architectures using a U-Net built with residual blocks
[11].

Some have ventured into the world of Natural Language Processing (NLP), where the Transformers
architecture has become the mainstay [12]. Dosovistkiy et al. integrated the original transformer
encoder with a Multi-Layer Perceptron (MLP) head for image classification [13]. Requiring large
datasets and sufficient computational power, Visual Transformers [14,15], surpassed ResNets of
similar size. However, inductive bias allows CNNs to outperform the Visual Transformer on more
modestly sized datasets, such as ImageNet. With Visual Transformers and certain CNN-Visual
Transformer hybrids still in their infancy [16], convolutional methods are still the first choice for
image analysis problems.

The introduction of FCNs brought about a new standard for semantic segmentation [17]. FCNs can
be divided into two stages. The first stage consists of an image classification architecture, such as
VGG-16, that is adapted towards semantic segmentation tasks by removing the final pooling layer
and changing the fully connected layers to convolutional layers. This stage serves to downsample
the image, returning specialized feature maps. However, as the models execute convolutions,
information regarding spatial information is lost as the models get deeper. The authors developed
a solution to this issue with the second stage, a process consisting of upsampling layers and fusing
predictions from multiple pooling stages in order to produce sharper final predictions. This decoder
framework presents complications with easily adapting models to new image datasets with different
dimensions, while also requiring longer training times compared to other methods.

SegNet was one of the first deep convolutional encoder-decoder architectures [18-21], for image
segmentation to provide a framework that has the ability to deliver competitive performancemetrics,
while also having less memory requirements and lower training times [22]. The encoder adapted
VGG-16 for their tasks; however, the pooling layer and the fully connected layers were removed,
creating a smaller downsampling stage compared to FCN. The biggest development from SegNet
was the introduction of a decoder system whose framework mirrored the structure of the encoder.
Decoder blocks were matched to corresponding blocks in the encoder, upsampling pool indices and
followed by convolutions. The SegNet architecture was a step forward towards creating a scalable
encoder-decoder architecture; however, in our framework, we found better performance adopting
the U-Net approach of transferring the entire feature map from the final convolution each encoder
block, rather than pooling indices. With U-Net as the base for decoder, a wider range of CNNs can
be utilized as encoders, while keeping training times low.
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PGMs have been explored in the literature as a way to improve deep learning algorithms by adding
structural information. For example, Markov random fields (MRF) combined with deep learning
was used for image synthesis in [23] and for image segmentation in [24]. CRFs have been adopted
to aid CNNs in order to retain an image’s features by favoring assigning the same labels to similar
pixels without focusing on purely smoothing the image. Initially, CNNs were trained separately
from the CRF stage, using a fully connected CRF as a post-processing step to refine the CNN
outputs [1]. Although having a disconnected CRF with CNNs have shown increased performance
over their pure CNN cores, Zheng et al. demonstrated on the Pascal VOC 2012 dataset [25], that
having an end-to-end trainable CNN-CRF architecture will outperform the former.

In this work, we propose an efficient and easy-to-use unified framework that enables the combina-
tion of different FCNs with a conditional random field model. Differently from the literature, we
adapt multiple CNNs as encoders, allowing for the use of multiple parameter arguments to structure
the models according to the problem at hand. Moreover, the CRF layer is conveniently available
as an optional final layer, always keeping the entire system fully compatible with backpropagation.
Next section explains in details our proposed encoder-decoder system.

3. PROPOSED ENCODER-DECODER SYSTEM

3.1 Convolutional Neural Networks

The proposed framework uses three main deep learning architectures for the encoder part of the net-
work: ResNet-50, VGG-16, and U-Net. Residual networks [8], significantly improved performance
of neural network architectures due to the introduction of residual blocks, whichmake use of residual
skip connections to combat the vanishing gradient problem in deep learning. When networks get
excessively large, the gradients that are backpropagated to early layers become minuscule, making
it difficult to learn. This sets a limit on the depth of a network. On the other hand, with residual
blocks allow the model to easily represent the identity function if needed, preserving the computed
gradients.

The second encoder architecture used is VGG-16 [26]. This is a classic neural network architecture
used for image recognition. It improved upon the then state-of-the-art AlexNet by reducing the
number of hyperparameters via smaller kernel filters throughout the convolutional layers. This
reduction in parameters allowed for faster training times.

The final encoder architecture is U-Net [27]. Among assorted models used for medical segmenta-
tion [28], the architecture can be divided into two key stages: the encoder and the decoder. The
encoder is a stack of blocks consisting of convolutional and max-pooling layers, with each block
learning more complex features. The decoder consists of blocks that expand the output from the
bottleneck. Each block consists of convolutional and upsampling layers; however, the input of each
block is a concatenation of the corresponding feature map from the encoder stage and the output
from the previous decoder block. The skip connections help to maintain details from the feature
maps that were lost through downsampling. This U-shape framework forms the premise of our
encoder-decoder system. Besides the use of these three deep learning architectures, we also embed
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a conditional random field model to form an end-to-end trainable pipeline. We explain this model
in details in the following.

3.2 Conditional Random Fields

A Probabilistic Graphical Model (PGM) [29], is a data structure for encoding probability distribu-
tions. The nodes of the graph represent random variables, and the edges represent the dependencies
between variables. Undirected PGMs are known as Markov random fields (MRF) or conditional
random fields (CRF). Those models have been used to tackle inference, prediction, and analysis
problems in computer vision [30], robotics, medicine, natural language processing, andmany others.
In MRFs and CRFs, the Maximum A Posteriori (MAP) is an inference problem, defined as follows.
Let x ∈ X = X1 × · · · × X𝑛 denote an assignment to 𝑛 discrete random variables 𝑋1, . . . , 𝑋𝑛 where
each variable 𝑋𝑖 takes values in a finite set of states (or labels) X𝑖 and it is associated to a pixel 𝑖 in
an image I. The set of labels is pre-defined asL = {𝑙1, 𝑙2, . . . , 𝑙𝐿}. Let G be a graph of 𝑛 nodes with
the set of cliques C. Consider an MRF that represents a joint distribution 𝑝(x) := 𝑝(𝑋1, . . . , 𝑋𝑛)
factorizing over G, i.e., 𝑝(·) takes the form:

𝑝(x) = 1
𝑍

∏
𝑐∈C

𝜓𝑐 (x𝑐) ∀x ∈ X, (1)

where x𝑐 is the joint configuration of the variables in the clique 𝑐, 𝜓𝑐 are positive functions called
potentials, and 𝑍 =

∑
x
∏

𝑐∈C 𝜓𝑐 (x𝑐) is a normalization factor called partition function. The MAP
inference problem consists of finding the most probable assignment to the variables, i.e.:

x∗ ∈x∈X 𝑝(x) =x∈X
∏
𝑐∈C

𝜓𝑐 (x𝑐). (2)

For each clique 𝑐, let X𝑐 =
∏

𝑖∈𝑐 X𝑖 be the set of its joint configurations and define 𝑓𝑐 (x𝑐) =
− log𝜓𝑐 (x𝑐) ∀x𝑐 ∈ X𝑐. It is straightforward that the MAP inference problem (2) is equivalent to
minimizing the energy of the MRF, 𝐸 (x; I) = ∑

𝑐∈C 𝑓𝑐 (x𝑐). The degree of the potential 𝜓𝑐 (·) is the
size of the corresponding clique 𝑐 (|𝑐 |). For example, a pairwise potential has |𝑐 | = 2. For this type
of MRFs, the energy only consists of potentials of degree one and two:

𝐸 (x; I) =
∑
𝑖∈V

𝜓𝑖 (𝑋𝑖; I) +
∑

(𝑖, 𝑗) ∈E
𝜓𝑖, 𝑗 (𝑋𝑖 , 𝑋 𝑗), (3)

where V denotes the set of nodes of the graph G and E is the set of pairs of variables that interact
with each other. The pairwise potential 𝜓𝑖, 𝑗 (𝑋𝑖 , 𝑋 𝑗) in (3) does not depend on the observed data.
If so, then we have a pairwise CRF model where the second term of the equation above is now∑

(𝑖, 𝑗) ∈E 𝜓𝑖, 𝑗 (𝑋𝑖 , 𝑋 𝑗 ; I).

The unary energy, 𝜓𝑖 (𝑋𝑖; I), measures the cost of the pixel 𝑖 taking the label X𝑖, and the pairwaise
energy, 𝜓𝑖, 𝑗 (𝑋𝑖 , 𝑋 𝑗 ; I) measures the cost of pixels 𝑖 and 𝑗 taking the labels X𝑖 and X𝑗 at the same
time. As in [2], in our framework, the unary energy comes from a CNN. The pairwise energy is a
smoothing image data-dependent term that encourages assigning similar labels to pixels with similar
characteristics. As in [2,31], the pairwise potentials in our framework are modeled as weighted
Gaussians:

𝜓𝑖, 𝑗 (𝑋𝑖 , 𝑋 𝑗 ; I) = 𝜇(𝑋𝑖 , 𝑋 𝑗)
𝑀∑
𝑚=1

𝑤 (𝑚) 𝑘 (𝑚)
𝐺 (f𝑖 , f 𝑗), (4)
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where each 𝑘 (𝑚)
𝐺 for 𝑚 = 1, . . . , 𝑀 , is a Gaussian kernel applied on feature vectors, which in our

case consist of spatial location and pixels gray-level or RGB values [31]. The function 𝜇(·, ·), as
in [2], is called the compatibility function and captures the compatibility between different pairs of
labels.

In order the find the most probable configuration (pixel-based segmentation), the maximization
problem in Eq. (2) can be written as a minimization problem using Eq. (3):

x∗(I) =x∈X 𝐸 (x; I). (5)

Finding the exact solution of Eq. (5) is an intractable problem. Consequently, a mean-field ap-
proximation to the CRF distribution is used to approximate the MAP marginal inference [2], which
approximates the CRF distribution 𝑝(x) by a simpler distribution 𝑞(x) = ∏

𝑖 𝑞𝑖 (𝑋𝑖).

The mean-field CRF inference can be reformulated as a Recurrent Neural Network (RNN), as
proposed in Zheng, et al [2]. In this case, one iteration of the algorithm can be reproduced by a
series of common CNN operations. The bottom of FIGURE 2 shows the operations involved in one
iteration of the mean-field algorithm. We summarize below which CNN operations are equivalent
to each mean-field operation. For more details, please refer to [2]:

1. Initialization: Application of a softmax function over the unary potentials coming from the
CNN across all the labels at each pixel;

2. Message Passing: Application of 𝑀 Gaussian filters based on Eq. (4) using permutohedral
lattice [32];

3. Weighting Filter Outputs: Obtained via convolution with a 1 filter with 𝑀 input channels and
one output channel;

4. Compatibility Transform: Uses the Potts model as compatibility function, 𝜇(𝑙, 𝑙′) = [𝑙, 𝑙′],
where [·] is the Iverson bracket. This step can be achieved via convolution where the spatial
receptive field of the filter is 1 × 1, and the number of input and output channels are both 𝐿.

5. Unary Addition: Achieved by subtracting the output from the compatibility transform stage
from the unary inputs (coming from the CNN);

6. Normalization: Achieved via another softmax operation.

The end-to-end trainable process is implemented by repeating the above stack of layers so that each
iteration takes value estimates from the previous iteration and the unary values in their original form
as a RNN. This CRF-RNN layer is already implemented in our framework and it is available for the
users as an optional step as explained in the next section.

3.3 System Architecture

Aiming to provide a flexible framework for semantic segmentation using CNNs and CRFs, we
implemented different convolution networks embedding the CRF model in an end-to-end trainable
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Figure 1: A general depiction of our encoder-decoder framework with an integrated CRF-RNN
layer. The input data is fed into a chosen encoder, which then is upsampled by the U-Net
based decoder. Both the decoder output and the initial image serve as inputs for the CRF-
RNN layer, which produces the final pixel-based prediction.

system by creating a convolutional encoder-decoder system using a U-Net based decoder. The
software architecture consists of three main components: encoders, decoders, andmodel utilities.

There are separate encoders for each supported convolutional method: U-Net, VGG-16, ResNet34,
ResNet50, and ResNet101. The encoders for VGG-16, ResNet34, ResNet50, and ResNet101 were
built according to the original implementations; however, we discarded the final pooling and fully
connected layers of VGG-16 and of all ResNet encoders. This allows for the reduction of the number
of parameters in the models. The U-Net architecture is easily scalable, allowing users great freedom
to dictate hyperparameters. We have embodied this adaptability with the U-Net encoder, allowing
users to set the model’s depth, number of filters, and a choice of batch normalization. The Batch
Normalization layer normalizes the output from the previous layer, combating the change in the data
distribution, i.e internal covariate shift and allowing the network to be trained more efficiently. In
the original Batch Normalization paper, Ioffe et al. places the layer before the non-linear activation
functions [33]. However, it is still a topic of debate of whether it is better to use Batch Normalization
after the nonlinear functions. Consequently, in our system, we decided to create a function argument
for this placement so that the user has the ability to change it as needed. Each encoder returns a list
of feature maps, which is used for concatenation in the U-Net-Decoder. Each encoder supports
image shape and channel arguments. In the future, ResNet will be conglomerated into a generalized
encoder similar in format to our U-Net encoder.

As mentioned prior, FCNs are a robust tool that take inputs of varying sizes and produce segmen-
tation results. However, it requires users to delve into adjusting Cropping layers to fit different
image sizes. The U-Net based decoder have greatly simplified the upsampling process by allowing
users to connect the encoder by defining corresponding dimensions within the decoder parameters.
The U-Net-Decoder takes in the encoder as an input, creating blocks that will concatenate with the
feature maps of corresponding shape as illustrated in FIGURE 1. These blocks are the same blocks
from U-Net, consisting of the same flexible setup as defined in the U-Net encoder. However, the
decoder function gives the user the choice between using an Upsampling Layer or a Transposed
Convolutional Layer, providing users more options when it comes to saving computing time.

The role of model utilities is to act as a reservoir of helper functions and tools. It contains the blocks
used to build the encoders and decoders, having these blocks exist as separate functions allows users
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to create their own architectures if desired. Model utilities also houses the original adaptation of
the CRF as an RNN. Users are not required to implement the CRF-RNN layer into their models; it
is set as a boolean argument in the decoder. In the next section, we present a series of experiments
using our proposed framework.

4. RESULTS

4.1 Datasets and Training

Although previous related work were trained using the VOC 12 dataset [34,2], we sought to see
the benefits of conditional random fields using experimental data, specifically data from micro-
computed tomography. Using experimental data is closer aligned with research scenarios in disci-
plines outside of computer vision benchmarking. For the first set of experiments, we selected the
synthetic dataset from the 3D benchmark made available by the Network Generation Comparison
Forum (NGCF) 1. The NGCF datasets are a global, recognized standard to support the study of 3D
tomographic data of porous media. The datasets provided are binary representations of a 3D porous
media. For the purposes of our experiments, we corrupted the original data with noise (salt-and-
pepper) and additive Gaussian with 𝜎 = 100. Additionally, we also simulate ringing artifacts [35],
into the sample to closer resemble real-world data. For the pixel-level segmentation analysis, the
corrupted data serves as the “original data” and the binary stack as the ground-truth. A full synthetic
dataset is 268 MB in size, and consists of 512 image slices of dimensions 512 × 512. Among the
four datasets provided by NGCF, we chose two of them named Castle and BeadPack (FIGURE 2).
The Castle data simulate a sample of Castlegate outcrop sandstone, from southeastern Utah, USA.
The BeadPack data simulate a packing of silica spheres. In our experiments, we found that an equal
mix of cross-sections (2D slices) of BeadPack and Castle returned the highest validation accuracy.
The weights from the models on this combined dataset were used to predict the segmentation of an
experimental data, Sandstone, described later. The total size of the training and validation sets is
812 and 206 images respectively.

Figure 2: Examples of cross-sections coming from the two simulated datasets (after noise addition)
used for the training/validation sets: Castle (a) and BeadPack (b).

The Sandstone data does not have a ground-truth set, an issue quite common in experimental datasets,
and so we used the model weights trained from the binary dataset to generate segmentation pre-

1 http://people.physics.anu.edu.au/~aps110/network_comparison
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Figure 3: (a) Example of sandstone cross-section. (b) Prediction from the U-Net architecture
without the CRF-RNN layer. (c) Prediction from the U-Net architecture with the CRF-
RNN layer.

dictions of this experimental data. The data consists of cross-sectional slices (1813 × 1830) of
a geological sample (sandstone), where the gray-scale values corresponds to the x-ray attenuation
and density of the material. This data was generated by the Lawrence Berkeley National Laboratory
Advanced Light Source X-ray beamline 8.3.2 2 [36]. As seen in FIGURE 3, we segment this dataset
in two classes: the sandstone and the matrix (the background of the sandstone sample). The addition
of the CRF model leads to a much better label compatibility (FIGURE 3c), i.e., the segmentation
of regions pertaining to the sandstone class is more homogeneous compared to the results without
using the CRF model (FIGURE 3b). This is explained by the neighborhood information (prior
knowledge) embedded into the CRF model via the graph-based representation: pixels in the same
neighborhood are more likely to pertain to the same class.

The final dataset used in our experiments is the Oxford-Pet IIIT [37], which contains images that
have large variations in scale and positioning for 37 different animal breeds, providing a sufficient
increase in difficulty over the binary case. We used the pixel level trimap as the ground-truth and
normalized the images for training. Based on this dataset, we evaluate how adding a CRF-RNN layer
affects the model’s performance with a difficult border class. This border class is not a structure
within the images themselves, rather an artificial region of both foreground and background existing
only on the ground-truth set. It can be viewed as a region of uncertainty. This dataset is also publicly
available, allowing future users an easy starting point when testing our framework. FIGURE 4
shows an example of an image and its ground-truth coming from this dataset. The segmentation
using U-Net with the CRF model (FIGURE 4d) successfully identifies fine details pertained to the
foreground class.

All models were trained using the Adam optimizer with a fixed learning rate of 0.001, using the
standard softmax loss function as in [38]. The weights for each model were initialized using He
normal initialization [39], while the CRF-RNN layer was kept the same as the original implementa-
tion from [2]. For the training process, we used categorical cross-entropy for the loss function and
both accuracy and IoU as our evaluation metrics. To have a base comparison of our U-Net decoder,
we also trained the VGG-FCN-8 model to evaluate its performance against VGG-U-Net. With the
trend that deeper ResNets tend to outperform smaller implementations, we trained ResNet101 to see
whether a deeper model will outperform a smaller ResNet with the CRF-RNN layer, i.e ResNet50.

2 microct.lbl.gov
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Figure 4: (a) Example of Oxford-Pet IIIT Data input image. (b) Example of Oxford-Pet IIIT Data
input image groundtruth. (c) Prediction using the U-Net framework without the CRF-
RNN layer. (d) Prediction using the U-Net framework with the CRF-RNN layer.

Users have the option between using the Batch Normalization either before or after the activation
function. We found that having Batch Normalization before our activation (ReLU) yields better
performance than having it post-activation. We also found that adding Batch Normalization before
the CRF-RNN layer resulted in less training accuracy oscillations, allowing for faster convergence.

4.2 Evaluation

We provide two metrics to evaluate the models: accuracy and IoU. We found with the synthetic
binary dataset, regardless of the presence of the CRF-RNN layer, all models reported an accuracy
above 97%. However, we also found that VGG-16 with our U-Net-Decoder required less than
half the epochs of the VGG-16 with the FCN-8 decoder to converge in both the CRF and non-
CRF versions. The addition of the CRF-RNN layer, though did not improve accuracy, reduced the
number of epochs by half when compared to their core counterparts.

As mentioned prior, we used the weights trained on the synthetic binary dataset to create segmen-
tation predictions for the Sandstone data. As seen in FIGURE 3, the addition of the CRF preserves
both the sandstone and the matrix regions more so than the base models. The CRF was also able to
create predictions that carry over finer sandstone regions from the original image.

With a more complex dataset consisting of more classes, difficult borders, and variations in scale,
we see a clear increase in accuracy of the CRF models over the base architectures when trained
on the Oxford-Pet IIIT data. Similar to our preliminary tests with the binary dataset, we compared
VGG-16 with our U-Net-Decoder and VGG-16 with the FCN-8 decoder. The VGG-16 with our
U-Net decoder reported a higher accuracy for both the CRF and non-CRF versions when compared
to the FCN implementation. The addition of the CRF-RNN layer to both decoder versions increased
the accuracy by 1.74% and 2.27% respectively (TABLE 1). The increase in mIoU score with the
addition of a CRF-RNN layer is similar between the FCN and U-Net decoder methods; however,
the VGG-16 model with the U-Net decoder performed 10 points higher than the FCN version
(TABLE 1).

For the remaining encoders, we conducted tests using just the U-Net decoder. U-Net performed
the best out of all the architectures in both metrics, while ResNet50 saw the greatest increase from
non-CRF to the CRF version for both accuracy and mIoU. Additionaly, we explore how the CRF-
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Table 1: The validation accuracy and mIoU of each model that was trained using the Oxford-Pet
IIIT dataset. ResNet101 was not trained with the CRF-RNN layer.

Model Non-CRF CRF
Accuracy mIoU Accuracy mIoU

ResNet50 84.52 63.25 86.58 66.22
U-Net 86.29 66.67 87.97 70.36
VGG-U-Net 85.82 67.67 87.56 69.29
VGG-FCN 81.23 58.09 83.50 59.25
ResNet101 85.33 65.66 - -

Table 2: The individual IoU scores of each class for each of the models that were trained on the
Oxford-Pet IIIT dataset. All models, except VGG-FCN, were trained using the U-Net-
Decoder. ResNet101 only has scores for the Non-CRF version in order to compare with
ResNet50+CRF. Class 0: Foreground, Class 1: Background, Class 2: Border.

Model Non-CRF CRF
class 0 class 1 class 2 class 0 class 1 class 2

ResNet50 67.86 81.92 40.01 75.67 84.90 38.09
U-Net 73.83 84.01 42.14 78.81 87.76 44.51
VGG-U-Net 73.92 84.15 44.93 79.91 87.69 40.27
VGG-FCN 65.87 78.38 30.02 69.51 81.62 26.63
ResNet101 71.29 82.81 42.96 - - -

RNN implementation could compete against pure larger models. Our findings show that Resnet50
with the CRF-RNN layer outperforms the standard ResNet101, reporting an improvement of 1.25%
in accuracy and .56 points in mIoU. We see larger benefits when looking at the individual IoU
scores for each class: foreground (class 0), background (class 1), and border (class 2). Here we
see the smaller ResNet50 with the CRF-RNN layer has an increase of 4.39 and 2.09 points for the
foreground and background classes respectively (TABLE 2).

When looking at the individual class IoU scores, the addition of the CRF-RNN layer improves the
foreground and background classes; however, the border class score decreases. Within the CRF-
RNN layer, the compatibility transform used consists of the Potts model, which penalizes equally
across all labels for pixels with similar features. As a result, the penalty of having a mislabeled
background and foreground pixel next to each other is the same as having a border pixel next to a
pixel that wasmislabeled as foreground or background. The images themselves do not have a border,
and so the foreground and background are in fact touching each other according to the input images.
The CRF with the Potts model was not able to effectively penalize mislabeling the border class
provided by the ground-truth, rather it followed the class properties of the input image. The Non-
CRF models were able to pick up the border distinction more by at most 4 points. Where the CRF
models did succeed over the base implementations is in regards to the foreground and background
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classes. The CRF models were able to preserve more of the animals structure, specifically the
smaller limb regions as shown in FIGURE 4.

4.3 GPU implementation

The proposed framework can be also executed on GPUs. In order to provide initial results on GPU,
we run experiments on the Cori system at NERSC, which contains NVIDIA V100 cards 3. When
comparing the training performance of a dual-socket, 20-core Xeon (Skylake) against eight Nvidia
V100 GPUs, we observe that the eight GPUs delivered 3-4× better performance. For instance, on
the synthetic binary data, the eight GPUs require an average of 2 seconds per step and 156minutes of
total training time compared to 6 seconds per step and 486minutes of total time on the Xeons. When
it comes to the Oxford-Pet IIIT data, the GPU-accelerated node completed 20 epochs of training in
2050 minutes (34 hours). This reduced training time by two days when compared with the CPU-
based implementation while attaining a statistically similar accuracy of 87% for the U-Net-CRF
model.

5. CONCLUSION AND FUTUREWORK

In this work, we presented a flexible Python-based encoder-decoder framework, U-Net-Decoder,
that allows users to use different types of CNNs along with a CRF-RNN layer in an end-to-end
training process for semantic segmentation. Our main goal was to introduce a new framework that
can be adapted towards a wide range of CNN architectures and demonstrate the benefits of a fully
integrated CRF-RNN layer for semantic segmentation, using both popular datasets in the community
and experimental datasets. We demonstrated that our U-Net-Decoder decreases training time, while
also surpassing previous encoder-decoder setups in performance. Models with the CRF-RNN layer
performed significantly better than their core versions in accuracy, mIoU, and IoU scores for the
foreground and background classes, adding credence to the benefits of the CRF-RNN.

In the future, we seek to expand the software to be fully compatible with 3D images and higher-
dimensional data to target complex scientific datasets. Larger andmore complex datasets will lead to
higher computational complexity, which we will overcome by improving our GPU implementation
and taking advantage of parallel and distributed training. We aim to provide an approach that can
be adopted to solve problems for a range of scientific fields. We also plan to keep usability as a
primary goal for the software, adding improvements to how users interact and shape these tools to
their needs with each content expansion. The current implementation of conditional random fields
as an RNN provides significant benefits; however, adjusting the compatibility transform to account
for different weight penalization, in additional to learning the weights of a combination of different
filters, will allow for better results over the simplistic Potts model.

3 https://docs.nersc.gov/systems/cori/
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